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Abstract

IP multicast is an efficient mechanismfor sendinga
pacletto multiple recipientsbecausehe network canuse
its knowledge of topology to prevent the paclet from
traversingthe samelink mary times. But paclet losses
generallyaffect only a subsetof the group members. If
lossrecoveryis required theefficiency of multicastis not
available, becausesendingretransmissionso the entire
groupdoesnotscaleto largegroups.andthe network pro-
videsno othermeansof leveragingits knowledgeof the
group’stopology

This limitation canbe overcomeby extendingthe mul-
ticastservicemodelwith additionalforwarding services
definedin termsof the underlyingmulticastdistribution
tree.We andothershave proposedossrecovery schemes
that usedifferentforwarding servicesin differentways,
raisingthe questionof which forwardingmechanismsire
most worthwhile to supportin the network, and how a
givensetof themcanbestbe usedin the endhoststo sat-
isfy thelossrecoveryrequirementsf agivenapplication.

To solve this problem,we have devised a frameawork
thatsenesasaroadmapof the designspace.At the net-
work layer, in placeof the assortmenof forwardingser
vicesthathave beenproposedsuchassubcast (forwardto
a subtree) parentcast (forwardto one's parentmember),
and randomcast (forward to a randomnearbymember),
we proposea new generalizationcalled treecast, which
unifies and supersedeasll the others. At the end hosts,
where protocolsare built on top of the forwarding ser
vices,we have designedh softwarearchitecturén which
different designoptions (like how to build a hierarchy
or how to choosebetweenunicastand subcastrepairs)
are handledby separateeomponents.Swappingout one
componentvhile keepingthe othersthe sameallows fair
comparisondetweenprotocols,and mixing and match-
ing componentggeneratesewn ones. By building this
framavork in a simulationervironmentand later as an
application-leel testbedwith treecasover UDP, we will
explore the designspaceand evaluatethe costsand per
formanceof treecast-baseldssrecovery schemes.

1 Introduction

The Internet Protocol (IP) provides two forwarding
services—tnicast, for sendingadatapacletfrom asource
to a single destination,and multicast [2], for sendingto

a group of destinations.Packetsarerelayedfrom router
to routeralonglinks insidethe network. If unicastwere
usedto sendthe samedatato mary destinationsjden-
tical packets would traversethe links and routersnear
the sourcemary times. For one-to-mag communica-
tion, multicastis moreefficient because single copy of

the paclet traverseseachlink—routersduplicateincom-

ing paclkets onto multiple outgoinglinks, so that multi-

castpacletstravel alongadistribution tree connectinghe

sourceandgroupmembers.

Lik e unicastthe multicastserviceis best-effort, mean-
ing pacletscanbelost alongthe way (usuallybecausef
congestion) For someapplicationsjike audioandvideo,
datalossis tolerable andmerelyresultsin degradedqual-
ity. But mary applications(like news articlesandwhite-
boards)requireall the datato arrive. For unicastdata,
lossrecovery is relatively simple:thesink sendfeedback
to the sourceaboutwhich datahave or have not arrived,
and the sourcesendsrepair paclets containingthe lost
data. For multicast,lossrecovery is more complicated.
A paclet lost at somepoint on the distribution treefails
to reachthe membersn the loss subtree downstreamof
that point. Two obvious but naive solutions,having the
sourceunicasta repairto eachmemberwho experienced
thelossor multicastinga repairto the entiregroup,both
suffer performancelegradationasthe groupsizegrows !

Two basictechniqueshave beendescribedto address
this problem using only unicastand multicast. One s
to organizethe groupmembersnto a hierarchy in which
childrensendfeedbackio their parentsandparentssend
repairsto their children,asin TMTP [17] andRMTP[9].
The otheris to form local groups [3]—additional multi-

1The useof forward error correction(FEC) techniquesallows one
repairto recazer multiple losseswhichreducegheinefficiengy but does
not really solve the problembecauseachrepairstill goesto the entire
group.
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Figurel: Whenahierarchyis constructedvithoutknowl-
edgeof the distribution tree, membersof a subtreeare
likely to have differentparentsoutsidethe subtree.Dur-
ing lossrecoveryrepairsaresentfrom parentgo children,
somary separateopiesof the samepaclket enterthe sub-
tree.whichis exactly thesituationmulticastwasdesigned
to avoid in thefirst place.

castgroupseachcontainingthe membersdownstreanof
a point wherelossescommonlyoccur, sothatrepairsfor
pacletslost at this point can be sentto the correspond-
ing group. The difficulty with both techniquesis that
network topologyis not exposedto the sourceandgroup
members—théP servicemodelabstractghe network as
ablackbox. In principle,this makesit impossibleto con-
structlocal groups,andary hierarchythat might be con-
structedwould behighly inefficientdueto mary members
in alocal region eachgettinga separateepairfrom a dif-
ferentfaravay parent(seefigure 1).

Sothereexistsagapbetweerthedesireof theendpoints
to efficiently sendrepairsto membersin a loss subtree,
andthe black-boxunicastand multicastservicesoffered
by the network. Thereare basicallythreewaysto close
this gap:

e Exposetopologyinformationto the endpoints.The
informationcanbe obtainedexplicitly via diagnostic
servicedike mtrace, asin OTERSJ[8] andTracern7],
or inferredby the endpointsvia obsenationsof loss
patternd13].

e Providetransientsubgroupsasin PGM[14]. Group
memberscould inform the network of eachpaclet
lossthey experiencecausind'trails of breadcrumbs”
to belaid down. Thenetwork couldthenforwardthe
repairfrom thesourcealongthetrailsto themembers
thatneedit, removing the breadcrumbst the same
time.

e Provide additional forwarding servicesdefined in
termsof the multicastdistribution tree. For exam-
ple, RMTP proposedsubcast to sendto a subtree,

LMS [11] proposedrarentcast to sendto one’s par

entin a hierarchyconstructecby the network, and
we have proposedandomcast (section3) to forward
apacletrandomlyin thetree(sothatit probablygoes
to anearbymember).

The first approachhasthe advantageof requiring no
changeso existingrouters put is somavhatcounterto the
Internetarchitecture. The secondis quite hearyweight,
requiring stateto be setup andtorn down in routersfor
every paclet loss. We take the third approachwhich is
hardly moreburdensomehanmulticast,anddoesnot re-
quire endpointsto know arnything aboutnetwork topol-
ogy. Usingthis approachthe lossrecovery solutioncon-
sistsof a network-layerpartandan end-to-endpart: new
forwardingservicedn the network, andafeedback/repair
protocolin theendhosts.

Severallossrecovery scheme$have beenproposedhat
take this approach. LMS usesparentcasto sendfeed-
backin anetwork-constructedhierarchyandusessubcast
for repairs. OTERS s similar exceptthat the hierarchy
is constructedy the endhostsusingmtraceandsubcast.
We have proposediwo schemeghat do not use hierar
chies: SearchParty (section4) usesrandomcasfor feed-
backandsubcastor repairswhile RumorMill (sectionb)
usegandomcastor feedbackandunicastfor repairs.

Thereare variationson eachof theseforwarding ser
vices (like the method of identifying a subtree,or the
probability distribution usedin randomforwarding),and
other services can be imagined (like pachinkocast—
sendingto a random memberof a specified subtree).
However, they all sharea commonstructure,which has
allowed us to definea generalforwarding servicecalled
treecast, of which all the otherservicesareparameterized
instances.

The end-to-endprotocolsbuilt on top of the new for-
wardingservicessharemuchfunctionality and structure,
sowe definea componentarchitecturefor implementing
them. Reusingcommoncomponentss not only corve-
nient, but will allow fair comparisonshetweensimilar
protocols.For example,LMS andOTERSareessentially
the sameexceptfor the methodusedto build a hierarchy
whichis handledby onecomponentThis decomposition
will allow usto explore the designspaceby varying in-
dividual componentsandto generatenew protocolshy
mixing andmatchingcomponents.

Our framawork for multicastloss recovery is thus a
generalnetwork-layer part (treecastland a generalend-
to-endpart (the componentarchitecture). We will build
this framework as a simulation ervironment, and later
asa userlevel testbed(in which treecasts implemented
over UDP). Using the framework, we will evaluatede-
sign tradeofs like hierarchyversusrandomizationsub-
castversusunicastrepairs,andoverheadrersusdelay



Ultimately we expectto learnwhich forwarding capa-
bilities yield the greatesbenefitsin returnfor the added
network compleity. Also, we expectto determinefor a
given setof forwardingservicesandapplicationrequire-
mentswhich lossrecorery schemeyieldsthe bestperfor
mance.

The restof the proposalis organizedasfollows. Sec-
tion 2 providesan overview of previous forwarding ser
vices (subcast,parentcastand AIM) and loss recovery
protocolshbuilt on them (LMS, OTERS, Tracer RMA).
Sections3, 4, and5 give overviews of randomcasandour
two protocolsthat useit, SearchParty and Rumor Mill.
Section6 describegreecasandthe componentrchitec-
ture in moredetail. In section7 we outline our plan for
building a simulationframewnork and a testbed,and we
concludein section8.

2 PreviousWork

Therehave previously beenseveral multicastlossrecor-
ery schemegonsistingof network-layer supportvia ad-
ditional forwarding services,plus an end-to-endfeed-
back/repaimprotocol. All of theseschemeorganizethe
groupmembersnto a hierarchywith thesourceatthetop.
Whena memberdetectsa loss, it sendsa repairrequest
(NAK) to its parentin the hierarchy Non-leaf members
arethenresponsibldor sendingrepairsto their children,
or possiblyto all their descendents.

Note thatthe hierarchyof memberds not the sameas
the distribution treeinside the Internet. In the hierarchy
all nodesare group membersandthe edgesare logical
parent-childrelationshipsbetweenthem. In the distribu-
tion tree,only theleavesaregroupmemberstheinternal
nodesare routersandlinks, andthe edgesare the inter-
facesconnectingroutersto links?. However, asnotedin
sectionl, thehierarchywill beefficientonly if it is corre-
latedwith the distribution tree,otherwisemary members
in alocal region may eachobtaina separateepairfrom a
differentfaravay parentyratherthanhaving justonerepair
entertheregion andthenbereplicated.

RMTP [9] assumeda hierarchyvery well correlated
with the distribution tree,in sucha way thatthe setcon-
taininga memberandits descendentis exactly the setof
memberdelon somepointin thedistribution tree. (How
to construcsucha hierarchywasleft asfuturework.) Be-
causethis is exactly the kind of setaffectedby a paclet
loss, it would be commonfor a memberto wish to send
a repairto all its descendentsso RMTP proposedsub-
tree multicast: an encapsulategaclet is sentto a router
inside the distribution tree, whereit is decapsulate@nd
thenceforthiforwardeddownwardlik e a normalmulticast

2A link canbealocal areanetwork, like anEthernebranFDDI ring,
connectedo mary routers.

Figure 2: The pathstaken by three parentcasrequest
pacletsafterapacletlossin LMS. Theflaggededgesare
indicatedby heavy lines.

paclet. More recentlytheterm subcast hascometo refer
to ary forwardingservicethatsendsto a subtree(i.e. all
memberdelon somepoint of the distribution tree); en-
capsulationis one of several methodsfor accomplishing
this3

LMS [11] proposed an eleggant solution to the
hierarchy-constructioproblemin the form of a forward-
ing servicethat wasunnamedput which we call parent-
cast. Whenthedistributiontreeis formed,eachnodeflags
oneof its downward edge$ (perhapsarbitrarily, or per
hapsbasedon the distanceto the nearesmembery or on
theminimum costadwertisedby amember) A parentcast
pacletthatarrivesfrom theflaggededgeis forwardedup-
ward (towardthe source)while onethatarrivesfrom ary
otheredgeis forwardecto the flaggededge.If we call the
recipientof a parentcaspaclet the parentof the sender
thenahierarchyis definedthatis perfectlycorrelatedvith
thedistribution tree.

The parentcasservicealsoinsertsturning point infor-
mationinto the paclet. On ary pathconnectingoneleaf
to anotherthereis exactly one point wherethe direction
change$rom upwardto downward. Thenodeatthis point
insertsinto the paclet identifying information aboutthe
edgeonwhichthepacletarrived. In LMS, repairrequests
aresentvia parentcastandtherecipientof a requestan
usethe turning point informationto subcast a repairto
the subtreebelow theidentifiededge which s the largest
subtreecontainingthe requestobut not theresponderA
manwelouspropertyof thehierarchydefinedby parentcast

3Notice that identifying which tree a paclet is to be forwardedon
requiresboth a multicastgroup addressand a sourceaddresspecause
somemulticastrouting protocolsbuild a separatédree for eachsource.
Sowhereasmulticastpaclet containgwo addressesourceandgroup,
a subcaspaclet mustcontainthree: a source/grouppair to identify the
distribution tree,plusanothersourceaddresgo identify thesenderThis
requirementppliesnot only to subcastput to all the new forwarding
servicedliscussedn this proposal.

4Actually, LMS assumetdhatall links werepoint-to-point andspole
of routers flaggingdownward links, but in recognitionof the factthata
link canconnecimorethantwo routerswe have generalizedheconcept
to nodedlaggingedges.

5The LMS flavor of subcasts nameddirected multicast.



is that, if every memberof a subtreesendsa paclet to
its parentthenexactly onepacletwill escapghesubtree
(seefigure 2). Therefore,when every memberaffected
by alosssendsarequestall but oneof the requestswill
stayinsidethelosssubtreearriving at memberavho lack
thedataandignoretherequestwhile asinglerequestill
escapeahe loss subtreeand generatea single repair sent
to theentirelosssubtregor possiblya largersubtreepe-
causeaheturningpoint couldbehigherthanthesite of the
loss).

OTERS [8] usesthe samesort of hierarchy and the
sameend-to-endprotocol, as LMS, but usesa differ-
ent methodto build the hierarchy Insteadof parentcast,
wherethe network assigngparentsmemberausesubcast
andmtrace (a diagnosticfunction of multicastroutersfor
discoveringthepathfrom thesourceto amember}o elect
their own parents. Requestsare then sentvia unicastto
the parents address.Tracer[7] is similar, but usesTTL-
scopednulticasf insteadof subcastor disseminatinghe
pathinformation, so thesemessagego to a wider audi-
encethannecessarybut thereis norelianceon a new for-
wardingservicefor building the hierarchy

AIM [6] is a generalforwardingservicethat canemu-
latesubcastndparentcast In addition,it associatewith
eachpointin thedistributiontreea positional label, which
is astringof smallintegersspecifyingwhich edgemustbe
traversedfrom eachnodeto getfrom therootto the point
in question.Theselabelsallow the network to effectively
re-hang the distribution tree from ary point, forwarding
pacletsasif “up” meangowardthatpoint ratherthanto-
wardthe root. This is usefulwith multicastrouting pro-
tocolsthatbuild bidirectionalsharedreeswhere“down”
meansaway from the senderratherthan away from the
root. RMA, thereliable multicastprotocolbuilt ontop of
AIM, includesa feedback/repaiprotocol similar to that
of LMS.

3 Randomcast

The previous loss recovery schemesall involve hierar
chies,which meansthat for every lossthereis a single
memberwhoserequestwill evoke a repair anda single
membemwhowill sendthatrepair andtheentirelosssub-
treeis dependingon the correctoperationof thosetwo
members.This raisesthe questionof robustness.While
there are ways to build more robust hierarchies(as in
STORM [16]), we questiorwhethemulticastlossrecor-
ery requiresthe useof a hierarchyat all. Thereforewe
have proposedandomcast, which canbe usedinsteadof
parentcasto forwardrequestsbut definesno hierarchy

6The TTL (time-to-live) field of a paclet limits how far the paclet
may beforwarded.
“TheAIM flavor of parentcasis named‘anycast”.

Randomcasis a service that forwards paclets ran-
domly inside a multicastdistribution tree. Whena ran-
domcaspacletarrivesat anode,it maybe forwarded to
ary neighborin the tree exceptthe one the packet came
from. Wheneer anodeactsasaturningpoint (recevesa
randomcagpacletfrom below andforwardsit downward,
i.e. awayfrom theroot),it caninsertinto thepacketinfor-
mationsufficient to addresghe subtreebelow the arrival
interface(for the purposeof sendinga subcasreply, for
example) justlike parentcast.

The probability distribution usedto selectthe outgoing
interfaceis critical to the behaior of systemsusingthe
randomcasservice.We have evaluatedwo distributions:
uniform, and weightedby subtreepopulation. We find
that the weighteddistribution canbe betterfor choosing
whetherto forward upward, becausét reduceshe scope
of subcastreplies, but the uniform distribution is better
for choosingamongdownwardedgeshecausd prevents
mary randomcaspacletsfrom corverging on the same
edgeandcongestingt.

3.1 Upor Down?

When a randomcaspaclet arrives at a node X from a
downward edgeE, the nodefirst decideswhetherto for-
wardthe paclet upward or downward. If the distribution
is uniform, upwardis choserwith probability1/d, where
d is the numberof downward edges.(The probability is
not1/(d + 1) becausehe nodeis forbiddenfrom return-
ing thepacletto theedgeit camefrom.) If thedistribution
is weightedby subtregpopulation,upwardis choserwith
probability L(E)/L(X), whereL() denoteghe numberof
leavesbelow a point(1 if thepointis itself aleaf). An es-
sentialfeatureof both distributionsis thatthe sumof the
probabilitiesover all the downwardedgess 1.

Some multicast routing protocols already require
routersto be awareof their neighbordn thetree,soeach
router could occasionallycommunicatewith its down-
ward neighbors,obtaina countof the numberof leaves
belov eachone, and computethe sum. The EXPRESS
multicastserviceproposal[4] suggestghat routerskeep
track of subtreepopulations. The uniform distribution
doesnot require knowledge of subtreepopulations,but
theweighteddistribution hastwo attractive properties.

First, the probabilitythatarandomcaspaclet originat-
ing atary leaf belov nodeX travelsabove X is 1/L(X),
regardlessof the topology This diffusesresponsibility
for sendingequest®venly amongthemembersandalso
easesanalysis: If m randomcaspaclets are sentfrom

8This is not a problemif the nodeis a router but is slightly tricky
if thenodeis alink (like an Ethernet),becausdinks are generallynot
intelligent. The bestsolutionis to have routersadjacento thelink per
form the forwarding decisionson the link’s behalf. Alternatively, links
canbeignored,androuterscanbe consideredeighborsof eachother
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eachof the L leavesin a subtree,the numberof pack-
ets that escapethe subtreehas a binomial distribution
with parametersi = mL and p = 1/L, for which the ex-
pectedvalueis np = mandthevarianceis np(1— p) < m
[15]. Thevariancegrows with the subtreepopulationL,
but the distribution approache®oissorwith meanm and
variancealsom, which is fairly narron, asshawn in fig-
ure 3, meaningthatthe numberof escapeess fairly pre-
dictable.Thisis analogougo parentcastwherethe num-
ber of escapeess perfectly predictable(exactly m). No-
tice thatif the uniform distribution had beenusedto de-
cide whetherto forward upward, the expectednumberof
escapeewould still bem (which canbe shavn by induc-
tion), but the probability distribution would dependbn the
topology, and somerequestscould be muchmorelikely
to escapahanothers.

The second,and more compelling,attractive property
of the weighteddistribution is locality. Supposehatre-

pairs are subcastusing the turning point informationin
the randomcastequests. Considerthe scenarioof fig-
ure4. With a uniform distribution, thereis a 50% chance
thata requesfrom the smallersubtreewill beforwarded
upward from X, causingthe repairto be deliveredto the
membersin both subtreespf which 99% are not inter-
ested.With a weighteddistribution, therewould be only
a 1% chanceof this undesirableoccurrence.If the loss
occursjust above the larger subtree the weighteddistri-
butionwill almostalwaysforwardtherequesto X's par
ent, but the repairwill still be of interestto 99% of the
recipients.

3.2 Which Downward Edge?

Whena pacletis to beforwardeddownwardby anodeX,
eitherbecausat arrived from above or becausehe node
hasalreadydecidedagainstforwarding upward, thereis
againa choice betweenuniform and weighteddistribu-
tions. With a uniform distribution, the probability of for-
warding to downward edgeE is 1/d, or 1/(d — 1) if
the paclet arrived from belon (andis thereforeforbid-
den from being forwardedback onto the edgeit came
from). With a weighteddistribution, the probability is
L(E)/L(X) if thepacletarrivedfrom above. If thepaclet
arrived from downward edgeA, the probability of for-
wardingto edgeE is L(E)/[L(X) — L(A)]. It followsthat
beforethe nodehasdecidedwhetherto forward upward,
if it is usinga weighteddistribution for both choicesthe
probabilitythatit forwardsto E is L(E) /L(X).

A node using the weighteddistribution for selecting
childrenwill tendto distributerandomcaspacketsevenly
amongits descendenteaves, but pacletsfrom mary in-
coming edgescan get concentratecbnto one outgoing
edge,and the concentratiorcontinuesto increaseif the
samehing happenstsuccessie nodes.With theuniform
distribution, a nodedistributespaclets evenly amongits
downward edges,avoiding that hazard. Becausetrees
with moreleavestendto be deeperthe weighteddistri-
bution will tendto route pacletsto fartheraway leaves,
whereasthe uniform distribution will tend to choose
shorterpaths,leadingto smallerround-trip times. For
thesereasonsthe uniform distribution is preferablefor
choosingamongdownwardedges.

4 Search Party

The previous sectiondescribedandomcastsa forward-
ing servicen isolation,but we originally designedt in the
context of aparticularlossrecovery schemecalledSearch
Party. The network-layer part consistsof both random-
castand subcast(section2). This sectiondescribeghe



end-to-endpart, thenbriefly discussesomeof the perfor
mancecharacteristicof the schemeas a whole. Much
moredetailedinformation,includinganalysisandsimula-
tion results,canbefoundin [1].

Membersdetectlossesby observinggapsin the se-
guencenumbersof arriving datapaclets. Data paclets
from thesourcecontaintimestampsallowing membergo
estimatethe delayvarianceand henceto know how long
to wait after a gapis obsened beforeconcludingthat it
was causeddy a paclet loss, ratherthan packet reorder
ing. After alossis detectedthe membersendsrequests
continually via randomcasuntil it receves a response.
SearchParty requiresthe variantof randomcasthatuses
thepopulation-weightedistributionfor decidingwhether
to forwardupward, insertsturning pointinformation,and
usesthe uniform distribution for choosingamongdown-
wardedges.

Responsegontainingthe requesteddataare sentvia
subcastusing the turning point informationinsertedby
the network into the request,just asin LMS (seesec-
tion 2). Membersignore requestdor datathey do not
have, andgenerallyrespondto requestdor datathey do
have, but not if the requestarrives closely on the heels
of a responseand appeargso have beensentbeforethe
senderecevedtheresponsebecausén thatcasethe re-
guestshouldhave beensatisfiedalready(the requestand
responserosseceachotherin the network). Timestamps
in requestsexpressedsoffsetsfrom the arrival timesof
datapaclets,aidin this determination.

After alossoccurs,every memberin the loss subtree
is sendingrandomcastequestscontinually at somerate.
We canimaginethat eachmemberis conductinga ran-
dom searchfor the missingdata,usuallysearchingclose
by, andoccasionallysearchingartheraway. Becauseof
theway randomcastorwardingis defined therateof up-
wardrequestraffic on any edgeinsidethelosssubtreds
the averagesendingrate of the memberdelow thatedge
(neglecting lossesof requests)and so the rate at which

descendent§earchPartyis insensitve to deadmembers,
becauseequestsentby any memberof the losssubtree
have an equalchanceof escapingandbecausesaches-
capingrequests likely to go to a differentrecipient. No

matterwhich memberis unableto sendrequestsor re-

sponsesthe impacton the restof the groupis merelya

slightincreasen the expectedretransmissionlelay

Therateat which membersendrequestss a trade-of
betweerdelayandoverheadlf requestaresentvery of-
ten,thenoneis likely to escapehelosssubtreevery soon
andgeneratea timely responsebut afterthe responser
rives,therewill still be requestsn flight in the network,
someof which could yet escapeand generateduplicate
responsegrecall that the requestghat do not escapeare
ignoredbecauseheir recipientssav the first response).
Onthe otherhand,if requestsare sentinfrequently then
it will probablytake longer for oneto escapeand gen-
eratea responsefut therewill be very few requestsn
flight whenit arrives,sotherewill probablybe no dupli-
cateresponsesApplicationscanmeasurghe averagere-
guest/respons®und-triptime andtunetheir requestate
appropriatelydependingn how delay-sensitiethey are.
Simulationshave shavn thatSearcHParty canachieve av-
eragadelaysnearlythesameasthoseof ahierarchy-based
schemqglike LMS) if a few duplicateresponsegerloss
areacceptablegr averagedelaysabouttwice aslongwith
about0.7 duplicatesper responsepr nearzeroduplica-
tion if longdelaysareacceptable.

Any lossrecovery schemehatusessubcastor repairs
risks sendingthe repairto a larger subtreethanthe loss
subtree. Given that the requestolacks the dataand the
respondehasthe data,we know thelossoccurredsome-
whereabovetherequestorandsomeavherebelow thelow-
estnodelying above both the requestorand responder
but we don't know exactly where. SearchParty, like
LMS, sendsheresponséo the largestcandidatesubtree,
to make sureto cover the entireloss subtree. LMS de-
finedexposure astheratio of thenumberof membersvho

requestescapehe losssubtreglandgenerateesponses) receve a responseover the numberof membersin the

is the averagerate of the membersnsideit. Therefore,
althoughno one knows wherethe loss occurredor how

largethelosssubtreds, the membersautomaticallyform

a search party of justtheright sizesothatrequestseach
far enoughat the appropriaterate,andthe recovery time

is independenof thelosssubtregoopulation.

Like upwardrequestraffic, downwardtraffic insidethe
losssubtrees alsowell-behared, becausef the uniform
distribution usedby randomcastFor example,if all mem-
berssendatthesamerate,theneveryedgecarriesnomore
thantwice thatratedownward. Therefore the numberof
requestseceived by a memberdoesnot greatly exceed
thenumberof recevedresponses.

Unlike a hierarchy-basedchemein which deadmem-
bershigh up in the hierarchyhave a largeimpacton their

losssubtree.In a hierarchy-basedchemedependingn
wherelossesoccurin thedistributiontree theaverageex-
posurecanbe large; asan extremeexample,if all losses
affect only the top memberin the hierarchy thenall re-
sponsego go to the entiregroup,andthe exposureis N,
thenumberof membersn thegroup.Butin SearchParty,
becausef the population-weightedandomforwarding,
the averageexposurecannotexceedl1 + InN, regardless
of thetopologyor losspatterns.



5 Rumor Mill

Although we originally designedrandomcastfor the
network-layer part of SearchParty, it can be combined
with a differentend-to-endprotocolto form anotheross
recoveryschemecalledRumorMill, thatis muchsimpler
thanSearchParty, at the costof somevhatpoorerperfor
mance.The network-layerpartof RumorMill is simpler
becausat doesnot use subcast—responsese unicast.
Therefore turning pointinformationneednot beinserted
into therandomcastequestsFurthermorethe advantage
of population-weightefbrwarding(seesection3) applies
only whenresponsesre subcastsowe canusethe sim-
pler uniform weighting, which doesnot requirethe net-
work nodesto know subtreegpopulationspr evento know

recoveredmembersshouldincreaseby a factorof 1+ m
per round-trip time, but toward the end most members
will receve m responsesin — 1 of which areduplicates.
Of course this naive analysisignoresthe fact that every
requesthasa different round-trip time, and ignoresthe
effects of topology RumorMill doesnot lend itself to
analysisaswell as SearchParty, but simulationsshould
provide moreinsight.

In SearchParty, membersreceved aboutas mary re-
guestsas responsesbut in Rumor Mill, recovery takes
longer, andwe expecteachmemberto receve something
like logL requestsper response. Therefore,if multiple
lossesareoutstandingit is worthwhileto bundlemultiple
requestsnto asinglerequespaclet. We shouldnot, how-
ever, bundlesomary togethetthata singlerequespaclet

which way is “up”. We call this variantof randomcast generatemorethanaboutoneresponseptherwisethere-

trivial randomcast, becausesvery nodesimply forwards
to ary edgeotherthantheonethe packetcamefrom, cho-
senuniformly atrandom.

Also, theremaybeernvironmentsn which policiespre-
ventunprivilegedhostsfrom sendingmulticastor subcast
traffic, sothatthe network load generatedy a hostcan
be boundedby its accesdink bandwidth. SearchParty
couldnotbeusedin suchanervironment,but RumorMill
could.

Thebasicprotocolis extremelysimple. Lossesarede-
tectedjustasin SearchParty, andrequestsareagainsent
continually via randomcastntil a responsas receved.
Responsedyowever, are sentvia unicastbackto the re-
guestor Membersignoreincomingrequestdor datathey
do not have, andalwaysrespondo requestgor datathey
do have.

In schemeghatsubcastepairs,a singlerepairgoesto
the entire loss subtree. In schemeghat unicastrepairs,
like this one,thedatais relayedfrom memberto member
In Rumor Mill, the datais relayedin a haphazardvay,
muchlik e the spreadingf arumor, hencethename.The
adwantageof unicastrepairsover subcastrepairsis that
the exposureis 1—membersever received unsolicited
repairs. The disadwantageis that the recovery time now
grows with the populationof the losssubtree.Whenever
the datareachesanothememberof the losssubtreethat
memberbecomescapableof relayingit further (by re-
spondingto incoming requests)thereforewe expectthe
numberof recoreredmembergo grow exponentiallyover
time, or in otherwords,we expecttherecoverytimeto be
proportionalto logL, whereL is the numberof members
in the loss subtree.We are currently conductingsimula-
tion experimentdo testthis hypothesis.

As in SearchParty, thereis a trade-of betweende-
lay and overhead—sendingequestanore often leadsto
shorterdelaysbut more duplicateresponsesintuitively,
supposeeach membersendsm requestsper round-trip
time. During the early stagef recovery, the numberof

spondemwill senda burstof packetswhich arelikely to
clog the network. Also, oncethereareasfew requestas
responseghereis little to be gainedby furtherreducing
thenumberof requestsMemberscanmonitorthenumber
of requestsentversusesponseeeceied,andadapttheir
bundlingfactoraccordingly

6 LossRecovery Framework

Our loss recovery framavork consistsof two parts: a
network-layerpart,whichis a generaforwardingservice
calledtreecast, andanend-to-engyart,whichis acompo-
nentarchitecturefor implementingrequest/respongaro-
tocols.

6.1 Treecast

Thevariousforwardingserviceghathave beendefinedin
termsof the multicastdistribution tree—subcastparent-
cast,and randomcast—alsharea commonstructure: a
pacletis first forwardedto somepointin the distribution
tree,whereinformationaboutthat point is optionally in-
sertednto the paclet, thenthe pacletis forwardeddown-
wardto someor all of the membersn the subtreebelov
that point. We call thesethreestageshe upward phase,
the bounce point, andthe downward phase (seefigure5).

Note that an internettopology is a bipartite graphin
which the nodesarealternatelyrouters andlinks, andthe
edgesare interfaces. It is the interfacesthat have ad-
dresses.The bouncepoint is a node,i.e. arouteror a
link.

Thebehaior of eachtreecasstagecanbe variedinde-
pendently:

Upward phase This phase is parameterized by
up_rul e, which specifiesthe bounce point. The
possibilitiesinclude:
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Figure5: Thetreecasforwardingservice.

r oot
Thebouncepointis theroot of thedistribution tree.

addr ess address
The bouncepoint is the routeror link immediately
below the specifiednterfaceaddress.

posi ti on label
Thebouncepointis specifiedby a positionallabelas
in AIM [6].

hei ght distance
Thebouncepointlies on the pathfrom the sendeto
theroot, atthe specifieddistanceabove the sender

dept h distance
Thebouncepointlies on the pathfrom the sendeto
theroot, atthe specifieddistancebelow theroot.

r andomdistribution

Thebouncepointis choserrandomly:As the paclet
is forwardedtoward the root, eachnodeflips a coin
to decidewhetherit is the bouncepoint. The proba-
bility of continuingupward from a nodedepend®n
distribution, which could be uni f or m(probability
is 1 overthe numberof downwardedges)r popu-

| at i on (probabilityis the numberof memberse-
low thearrival edgeoverthe numberof memberde-
low thenode).

hi er ar chy metric

The bouncepointis thefirst nodeon the pathto the

rootfor whichthesendeis nottheleast-costnember
belown that node. The costfunctionis specifiedby

metric, and could for examplebe the distancefrom
thenodeto themembeyor the costadwertisedby the
membey or somefunction of the two, or a default
costassignedy the network.

Notice that for the last four upward rules the bounce
point is specifiedrelative to the sender who mustbe a
memberof the group, whereasfor the other rules the
bouncepoint is specifiedabsolutely and thereforethe
sendemeednot be a memberof the group. The relative
rulesallow the paclketto beforwarded‘upward” from the
root,in whichcasehepacketgoesto thesourceandthere
is no bouncepoint.

Bounce point This stage is parameterized by
bounce_rul e, which specifiesone or more kinds
of information to be insertedinto the paclet. The
possibilitiesinclude:

e entrance_address
Theaddres®f thedownwardinterfaceon which the
pacletarrived. Thisis availableonly for relative up-
wardrules.

e top_address
Theaddres®f thebouncepoint’'s upwardinterface.

e position
A positionallabel of the bouncepoint asin AIM,
plusasufiix indicatingfrom which downwardinter-
facethepacletarrived. (Thesufix is unspecifiedor
absoluteupwardrules.)



e depth Ratherthanproposehattreecasbedeployedin its full

Thedistancebetweerthebouncepointandtheroot. generality we view treecastas a taxonomyto organize
our thoughtsaboutwhat tree-basedorwarding services
arepossible andto structureour experiments We expect
thata smallnumberof the mary mechanismgnumerated
above will prove to be usefulandinexpensve enoughto
warrantdeplogyment.

e remui ni ng_hops
The value of the paclet's TTL field (time-to-live,
also known as hop limit) just beforeit leavesthe
bouncepoint. The recipientcan subtractthe final
valueof TTL from this storedvalueto determinethe

heightof thebouncepointwith one-hopgranularity .
6.2 Request/Response Architecture

e parity
A boolearnvalueindicatingwhetherthe bouncepoint
is a router or a link, useful in conjunction with
r emai ni ng_hops to achieve half-hopgranularity
(Routersare an integral numberof hopsaway from
endhostswhile links areanoddnumberof half-hops
away.)

To complemenhetwork-layersupportfor treecastye de-
fine a componentrchitecturgor implementingthe end-
to-end part of multicast loss recovery. Protocolslike
RMTP, LMS, OTERS, SearchParty, and Rumor Mill
all sharea commonstructure: a memberdetectsa loss
and sendsa requestto anothermember(or possiblythe
source) who responddqif it hasthe data)backto the re-
guestoror to a subtreecontainingtherequestar

We divide eachsink (groupmember)into five compo-
nentsaccordingto the functionsthat the protocolstend
to shareor performdifferently Thefirst two components
will bethesaméefor all protocols:

Downward phase This phaseis parameterizedby
down_r ul e, which specifieswhich membersbelov the
bouncepoint shouldreceve the paclet. The possibilities
include:

e all

All memberdelow thebouncepoint. * network endpoint

Provides an abstractinterfaceto unicast,multicast,

e r andomdistribution andtreecasforwardingservices.
A singlememberchoseratrandom.As thepacletis
forwardeddownward,eachnodechoose®nedown-
ward edge. The probability of choosingan edge
depend=on distribution, which could be uni f or m
(all edgesequallylikely) or popul ati on (edges
weightedby the numberof memberselov each).If
the upward rule wasrelative, the arrival edgeis ex-
cludedfrom thechoicesunlessit is the only choice

e core
Provides common functions like passingdata up
to the application, storing receved data and re-
guest/responseneta-dataso that responsesan be
sent,detectinglossesfiltering out requestdhat ap-
pearto have beenalreadysatisfied anddemultiplex-
ing incomingmessagew the othercomponents.

« hi erar chy metric Theremainingthreecomponentsvill have multipleim-
The least-costmember where the cost functionis Plementationswhich areswappedin andout to generate

specifiedby metric asfor the correspondingipward  thevariousprotocols:
rule.

e responder
Dependingonwhichruleswe use treecastanemulate Decideswhereto sendresponsegeitheronly to the
all the forwarding servicesdiscussedso far. For exam- requestayor to asubtreeandif so,which subtree).
ple, settingup_r ul e to addr ess, hei ght , ordept h e requestor

anddown_r ul e toal | yieldsflavorsof subcastsetting
both rulesto hi er ar chy yields flavors of parentcast;
andsettingbothto r andomyieldsflavorsof randomcast.
Additionally, new forwardingservicescanbe generated; o topologist

Decideswhento sendrequestsandwhatto askfor
in eachrequest.

for example, settingup.r ul e to addr ess, hei ght, Decideswhereand how to sendthe requests.May
or dept h anddown.r ul e to r andomyieldsflavors of alsobuild a hierarchy estimateround-trip times or
pachinkocast, which forwardsto a randommemberof an subtregoopulationsetc.

explicitly specifiedsubtree;settingup_r ul e to hi er -

ar chy anddown_r ul e tor andomyieldsa servicefor The sourceis divided into similar components,but
which exactly onerequestill escapea losssubtreg(like thereis no requestorandthe core,responderandtopol-
parentcasthut requestsvill notcorvergeonparentswith  ogistarelikely to be simpler Theinterfacesbetweerthe
mary children. componentsareillustratedin figure6.
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All the protocolsdiscussedo far canbe castinto this
architecture.For example,in an LMS sink the requestor
periodically issuesa requestfor everythingthatis miss-
ing, with aperiodbasecn pastrespons¢imes;thetopol-
ogistalwayssendgherequestia parentcastandthe re-
sponderalways subcastghe responseo the subtreein-
dicatedby the turning point informationin the request.
OTERS would differ from LMS in only one of the five
components—th®pologistwould build thehierarchyus-
ing mtraceandsubcastandsendrequestso theparentvia
unicast.

Additionally, new protocolscanbe generatedy mod-
ifying one componentat a time. For example,we can
investigatethe effectsof usingdifferentmetricsfor elect-
ing parentsn hierarchyconstruction An orthogonakrea
of researchis to make betteruseof a givenhierarchyby
having the respondernnicastsomeresponseandsubcast
others,andusethe turning pointinformationfrom multi-
ple requestdo helpchoosebetweerthetwo options.

7 Research Plan

e 1999-MayJun
Our next stepis to finish evaluatingand writing up
RumorMill, andto submitit to a conference.

e 1999-Jul,Aug
Work for Sory CSL in Japan(not directly relatedto
this proposal).

e 1999-Sep,Oct,No

We will build a simulationframework in ns[10] im-

plementingtreecastandthe request/responsarchi-
tecture, leveragingexperiencefrom simulationsof

SearchParty andRumorMill. We will build enough
instance®f eachcomponento implementthe exist-

ing lossrecovery protocols plusafew new oneg(like
a requestorandrespondethat make betteruseof a
hierarchy).

e 1999-Dec2000-Jan
We will use the simulation framework to address
thefollowing questionsGivena particularsubsebf
treecassupport,whatis the bestway to build a hi-
erarchy?(Theissuesare cornvergencetime, mainte-
nanceoverheadandgoodnessf thefinal hierarchy)
Whatis the bestway to usethe hierarchy?How well
canwe do without a hierarchy?Which of the mary
treecastechanismsnablethe bestperformancdor
theleastcompleity?

e 2000-Feb,MaApr
Using the experiencegainedfrom the simulator we
will build atestbed—auserlevel treecastouterthat
talks to otherinstancesof itself to form a treecast

backbone(Tbone). We may build it from scratch,
andwrite afew dummyapplicationsontop of it. Or,
if possiblewe maymodify anexisting reliablemul-
ticastlibrary, libsrm[12], to usethe Tbonesothatwe
canuseexisting libsrm applicationswith the various
lossrecovery schemesln eithercasewe will instru-
mentthetreecastoutercollectinstructive statistics.

e 2000-MayJun
We will usethe testbedto conducta more focused
andrealistic study of the samequestionsaddressed
in the simulationstudy

e 2000-Jul,Aug,Sep,Oct
Write the dissertation.

8 Conclusion

The existing IP multicastservicemodelis too abstracto
permitefficientlossrecovery. Thisproblemcanbesolved
by exposingmoreinformationabouttopologyto the end
hosts,or by addingnetwork services.We have choserto
explore loss recovery schemeghat use simple new for-
wardingservicesdefinedin termsof the multicastdistri-
butiontree,like subcastparentcastandrandomcast.

In thisapproachthelossrecovery solutionconsistof a
network-layerpart (the forwardingservices)andan end-
to-end part (a feedback/repaiprotocol). We have gen-
eralizedthe network-layer part by designingthe treecast
service,which definesa numberof orthogonalmecha-
nismsthat can be composedo generatea wide variety
of forwarding services. Similarly, we have generalized
theend-to-engartby designingarequest/responseachi-
tecture,which definesa numberof componentghat can
beassembledio generatea wide variety of protocols.To-
gether thesebuilding blocks form a framework that we
will implementfirst asa simulationandlaterasatestbed.
We will usethe framework to fairly comparethe perfor
manceof differentlossrecovery schemesandto evalu-
atetheeffectsof varyingindividual mechanismandpoli-
cieswithin a schemeandto explore the designspaceby
designingnew componentsandassemblinghemin newn
combinations.

Our goalsareto determinewhich forwardingcapabili-
tiesyield the greatesbenefitsn returnfor the addednet-
work compleity, andto determinegivenasetof forward-
ing servicesandapplicationrequirementsyhich lossre-
covery schemeyieldsthe bestperformance.
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