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Efficiency When several stationson an Ethernethave
datato send,thereare contentionperiodsduring which
collisionshapperandno datais successfulljtransmitted.
We definethe efficiency of Ethernetasthe percentagef
time spentdoing frametransmissionWhenonly onesta-
tion hasdatato send,thereis no contention,framesare
sentback-to-backandtheefficiency is 100%.

If largeframesaresent.they dwarf the contentiorperi-
odsbetweenthem,so the efficiency is near100%. More
interestingis the efficiency when small framesare sent.
Many analysesvereperformedduringthe 1970sand80s,
all seemingto shav that Ethernetis quite inefficient for
small frames(the most often quotedfigure is 37%), but
in 1988 in the paperMeasured Capacity of an Ether-
net: Mythsand Reality Boggs,Mogul, andKentpresented
measuremenia whichareal Etherneexhibitedhigh effi-
cieng/ for smallframes(85-90%).The simplifiedmodels
usedby the analyseshadfailed to accuratelyreflectthe
performanceof the true protocol. Two exampleanalyses
appearttheendof thesenotes.

Channelcaptureeffect It wasnotuntil 1994thatanex-
planatiorwasfoundfor the high efficiengy. In the paperA
New Binary Logarithmic Arbitration Method for Ethernet,
Mart Molle describedthe channel capture effect (which
was independentlydiscorered that sameyear by Brian
Whettonandothers,who calledit the “packet stanation
effect”), whichis aconsequencef thebinaryexponential
bacloff algorithmandwasnever accountedor in ary of
the analyses.Whena stationwins the contentionperiod
andsucceed transmittinga frame, it resetsts collision
counterto zero,andif it hasmore datato send.,it tries
againimmediately The otherstationsstill have nonzero
collision countersandrandombacloff timers,sothewin-
ning stationis morelik ely to win the next contentionpe-
riod aswell. Thelongera stationholdsthe channelthe
more collisionsexperiencedyy everyoneelse,the longer
their bacloff timers,andthe morelik ely thatthewinning
stationwill continueto hold the channeluntil it hassent
all its data.(If thewinnerneverrunsoutof data,othersta-
tionswill eventuallygeta secondchanceafter their col-
lision countersreach16 andthey give up, moving on to

their next framewith a collision counterof 0.)

Although the channelcaptureeffect causedarge de-
lays, it doeshave the advantageof reducingthe number
of contentionperiods,because stationthathascaptured
thechannelgetsto sendmary framesback-to-backThis
explainshow Ethernetcanbe so efficient even for small
frames.

BLAM  The papergoeson to proposean alternatve to

thebinaryexponentialbacloff (BEB) protocol,calledthe
binarylogarithmicarbitrationmethod(BLAM), whichre-
tainsthe high efficiency while eliminating the large de-
lays. Stationsdeliberatelylet the winner hold the chan-
nel for a boundedburst period, after which the winner
voluntarily gives everyoneelsea chanceto useit. The
winneris no morelikely to win the next contentionpe-
riod thanaryone else,becauseveryone resetstheir col-

lision counterwhenever anyone succeed$n transmitting
a frame. BLAM also reducesthe length of the con-
tention periodsby having everyone incrementtheir col-

lision counterswheneer anyone experiences collision.

This way, whentherearen contenderspnly aboutlog, n

collisionsmusthapperto make everyonesbacloff timers
largeenough.In BEB, whereonly thestationsnvolvedin

thecollisionincrementheir counterstheaverageamount
of time until they incrementagaindoubles,and so the
length of the contentionperiod grows as the sum of 2

for 0 <i < log,n, whichis O(n).

BLAM was in the processof being standardizedn
1995 and 1996, but interestfizzled out becausemore
and more Ethernetsare switchedratherthan shared. In
switchedEthernetghereareno collisions, sothereis no
usefor eitherBEB or BLAM.

Switched Ethernet Ethernetswitchesare designecdto
be drop-in replacementdor hubs, and not to require
changedo the hardware of the end hosts. That means
that the stationsattachedo the switch are still perform-
ing collision detection,eventhoughthereare never ary
collisions. Therefore eventhoughreplacingthe hubby a
switchallows disjoint pairsof stationgo communicatesi-
multaneouslywithout colliding, it doesnot allow two sta-



tions to sendto eachothersimultaneouslybecauseach
stationwill interprettheincomingdataasa collision with
its own outgoingdata.

Thisis unfortunatesincestationausingtwisted-pairca-
bleshave alwaysusedtwo separatgairsof wiresto con-
nectto hubs,onefor incoming dataand one for outgo-
ing data,soin principle they shouldbe ableto sendand
receive and the sametime when connectedo a switch.
Somenewer network interfacessupporthefull duplex op-
tion, which basicallydetectshatit is connectedo a full
duplex switchanddisablescollision detection.

Faster Ethernets For a long time “Ethernet” meant
10 Mbps, but now a 100 Mbps version is becoming
common,anda 1 Gbhpsversionhasbeendevelopedand
shouldappearon the market in the coming months(see
http://www.gigabit-ethernet.ay).

Efficiency analyses Herearetwo exampleanalysef

Ethernetefficiengy. For the first we usea very simplified
modelin which stationgtry to sendframesonly atinteger
multiplesof the dot time, whichis thetotal time required
to senda frame. For minimal-sizedframesthis is notan
entirelyludicrousapproximationpecausevery instantis

not far from a slot boundary We approximatethe beha-

ior of therandombacloff timersasarandomprocesghat
injectsframesat the optimal averagerate,andis equally
likely to inject aframein oneslotasary other The effi-

cieng is thefractionof slotsin which a successfutrans-
missionoccurs,which is the probability that exactly one
frameis injectedinto a given slot (obviously thereis no
transmissiorif zeroframesareinjected,andthereis acol-

lision if morethanoneframeis injected). From statistics
we know thatthenumberof framesinjectedinto aslothas
aPoissordistribution with somemeani, sothe probabil-
ity thatthenumberof framesin aslotis exactly 1is Ae™™.

By settingthe derivative equalto zero, we find that this
probabilityis maximizedwhenA = 1/e, in which casethe
probability (which is theefficiengy) is alsol/e= 37%.

In the next analysisve allow stationgto transmitat any
time. When a real Ethernetstationdecidesit wantsto
transmita frame,thereis a delayG calledtheinterframe
gap beforeit actuallystartstransmitting to give theprevi-
oustransmittettimeto switchbackto listenmode.During
thefirst G of the gapthe stationis sensing thechanneto
male sureit isidle. If thechannektaysidle for thewhole
Gs period, the stationcommitsto sendinga frame, and
doesnothingfor theremaindeiof thegap(G; = G — Gy).
For simplicity, we assumehat all frameshave the same
durationT, andthatevery pair of stationsis separatedy
aone-way delayof D (a startopology). We alsoneglect
the persistence of the real EthernetMAC protocol—we

assumehatif the checkfor idlenessfails, the transmis-
sion attemptaborts,whereadn reality the stationwould

continuouslymonitor the channeluntil it stayedidle for

a periodof Gs. (Persistenceas very difficult to model.)
We againapproximatehe behavior of therandombacloff

timersasa Poissonprocessthis time onethatis equally
likely to attemptto senda paclet at any time, andmakes
attemptsatthe optimalaveragerater.

After a stationcommitsto sendinga frame, it doesnt
startsendinguntil G. haselapsedandthe signaldoesnt
reachother stationsuntil anotherD haselapsed. There-
foreanattemptduringacontentiorperiodis successfuif f
thereareno otherattemptanadewithin G¢; + D = d either
beforeor afterit. (Actually, an attemptcan be success-
ful evenif thatconditionis not satisfied jf thecompeting
attemptsare nullified becausdhey encounter non-idle
channel. We are negglecting to accountfor that.) From
statisticswe know thatthe probability of having no other
attemptsn thoseintervalsis e 2. Thereforetheaverage
rateof successfuattemptss re 2, sothe averagewait-
ing time aftera successfulransmissioruntil the next suc-
cessfultransmissions the reciprocalof thatrate, %ez&.
By settingthe derivative with respecto r equalto zero,
we find thatthe averagewaiting time is minimizedwhen
% = 29, in which casethe averagewaitingtime is 2ed.

If frameswere sentback-to-backeachwould require
G+ T+ D =F. Sotheefficiengy is

_F
" F+2ed

For 10 Mbps EthernetG = 96 bit times, the minimum
T = 576bit times(this is theworst-casdraffic load),and
the maximumD = 232 bit times (this is the worst-case
topology). Gs can be anywhere between0 and 64 bit
times, but let's assumehe implementatiorusesthe best
performingvalue,64. Sowe have F = 904 bit times,and
0 = 264 bit times,yieldingn = 39%.

Remembethattheseresultsarecompletelybogus,be-
causethey do not accountfor the channelcaptureeffect,
whichhasa profoundimpacton efficiency.
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