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Motivation. Thecapacityof a network is thetotal
availablebit-rate,for instance,10Mbpsin 10BaseT
sharedEthernet,100Mbpsin FDDI. Thethroughput
of a network is theamountof datathatcanactually
be transmittedper unit of time, that is, the bit-rate
thatcanactuallybeachieved. Of course,throughput
asdefined,dependson conditionslike which hosts
are transmitting,at what times, to which destina-
tions, and so on. Therefore,throughputis usually
implicitly taken to be definedon heavy-load situa-
tions, that is, situationswhereevery hosthassome-
thing to send. Then, the efficiency of a network is

definedas throughput
capacity , or moresimplyas

amountof time in whichsomedatais sent
totalamountof timeneededto sendthisdata

�
Intuitively, the efficiency shows how good the uti-
lization of the network is: what percentageof the
network resourcesis reallyusedto transmitdata,and
whatpercentageis overhead.

High efficiency is a desirablefeatureof networks.
Still, it is not the only thing one asksfrom a net-
work. In particular, real-time applications(e.g.,
voice, video) need not only a (more-or-less con-
stant)bit-rate (e.g.,64 kbps for voice) but alsode-
lay guarantees(e.g.,“one packet every 50 ms”). 10
Mbps sharedEthernetdoesnot offer thoseguaran-
tees,andthis is what motivatedthedevelopmentof
token-ring networks. Notice that Ethernetsare by
far more widespreadthan token-ring LANs. The

reasonsfor this are mainly economic,sinceEther-
netsare typically cheaperthan token-rings. Other
reasonsinclude the fact that Ethernetsare mostly
usedin environmentswherereal-timerequirements
arenot animportantissue:webtraffic seemsto cur-
rently prevail in theInternet,alongwith otherdelay-
insensitive applicationslike e-mail, ftp and so on.
Finally, switchedEthernetsandnew versionsof Eth-
ernet(100Mbps,Gigabps)aremuch moreefficient
provide or will soonprovide much higher bit-rates
thantoken-rings.

Basic idea of token rings. Nodesare orderedin
a logical ring. For instance,if we have N nodes,
they might beordered1 � 2 � ����� � N, or 1 � N � 2 � N � 1 � �����
and so on. This order definesthe order in which
nodescantransmitdata. The logical ring is imple-
mentedby circulatingaspecialpacket (calledtheto-
ken) aroundthering. Eachnodepassesthetoken to
its logical successor, i.e.,thenodethatfollows in the
ring order. Assumingthelogicalring to be1 � 2 � ����� � N,
node2 is thesuccessorof node1 (1 is thepredeces-
sor of 2), and1 passesthe token to 2, 2 to 3, and
so on, until nodeN passesthe token back to node
1. A nodecantransmitdataonly if it hasthetoken.
Moreover, the nodecannothold the token for arbi-
trarily long time: thispreventsa nodefrom usingall
thecapacityin anunfair way, andallows to prove a
boundedaccessdelayuntil a nodehasthechanceto
transmit(i.e.,until anodereceivesthetoken).
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Different token-ring protocols. It is importantto
note that the logical ring can actually be imple-
mentedontopof differentphysical network architec-
tures. Therearein facta numberof token-ringpro-
tocols,someof whichhavebecomestandards.Three
well-known protocolsbasedon the logical token-
ring ideaarethefollowing:

� The IBM token-ringprotocolwhich hasgiven
riseto theIEEE 802.5token-ringstandard.

� The IEEE 802.4 token-bus standard(defined
around1990).

� The ANSI fiber distributed data interface
(FDDI) standard.

Figure1 illustratesthesethreearchitectures.Notice
thatin theIEEE 802.4token-busstandardthephysi-
calarchitectureis thatof amultiple-accessbroadcast
medium(i.e., a twisted-paircable)but themedium-
accesscontrolprotocolis still basedon a logical to-
kenring.

We now discussin more detail IEEE 802.5and
FDDI.

IEEE 802.5 Token-ring. Thegeneralarchitecture
is illustratedin figure1. Insteadof thenodes(circles)
beingconnecteddirectlyoneto another, thelinks are
concentratedin a central“box”. This allows for a
nodethat hasfailed, sayA, to be isolatedfrom the
ring: this is doneby by-passingA by connectingthe
outputlink of thepredecessorof A to the input link
of thesuccessorof A (this featureis notshown in the
figure).

Thereis a constantD (parameterof theprotocol)
whichgivesthemaximumamountof time for which
a nodeis allowed to transmitdatawhen it hasthe
token.

Themediumaccessprotocolimplementedateach
nodeX is asfollows.

� WhenX receivesthetoken: X setsatimer to D.
This timerdecreasesastimepasses.

� While X hasthe token: X transmitsdatato its
output link and removes at the sametime its
own datafrom the input link. Whenthe timer
of X becomeszero, X passesthe token to its
successornode.

� While X awaits the token: X retransmitsthe
data it receives from its input link to its out-
put link, unlessif it is datatransmittedby X ,
in which caseX removesit from the ring (i.e.,
doesnot retransmitit to its outputlink). If the
datareceivedfrom theinput link is destinedfor
X , X copiesit to a buffer andpassesit to the
higherlayer (it still retransmitsit to theoutput
link).

Wenow analyzetheefficiency of the802.5token-
ring protocolanddetermineaboundonthemedium-
accesstime for eachnode. Look at figure 2. We
assumethat therearen nodesin thering. T denotes
the time taken to transmitthe token (the token is a
specialpacket with afixedsize).P denotestheprop-
agationdelay from onenodeto its successor. The
time for which a nodeis allowed to transmitdatais
at mostD, assaidabove. Therefore,from the time
a node(say1) receivesthe token until thefirst next
timethesamenodereceivesthetoken,theamountof
time thathaspassedis atmostn � � D � T � P � (when
all nodestransmitfor their maximumallowed time,
D). This is an upperboundon the mediumaccess
time for a node.

The“useful” partin this timeis thetimefor which
the nodestransmit data, that is, n � D. The rest,
n � � T � P � canbe seenasoverhead.Therefore,the
efficiency of theprotocolis n 	D

n 	 
 D � T � P �� D
D � T � P . No-

tice that we are computingthe efficiency under a
heavy-loadsituation,whereeverynodetransmitsfor
themaximumallowedtime D.
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IEEE 802.4 token-bus

IEEE 802.5 token-ring FDDI

Figure1: Schematicrepresentationof IEEE802.5,IEEE 802.4andFDDI

Typically, D ��� T , D ��� P andT is in thesame
orderof magnitudeasP. We could setT � P and
D � 100 � T , which gives a rough estimatefor the
efficiency: 100	 T

100	 T � T � T  100
102 � 100%.

FDDI. Thegeneralarchitectureis illustratedin fig-
ure1.

Traffic in FDDI is classifiedassynchronous (i.e.,
real-time,suchasvoiceor video)andasynchronous
(e.g., e-mail). The protocol guaranteesa bounded
mediumaccesstimefor synchronoustraffic andbest-
effort delay for asynchronoustraffic. Moreover, it
usesan adaptive techniquefor adjustingthe maxi-
mumamountof time a nodecantransmitdatawhile
thenodehasthetoken.This techniquemakesit pos-
sible for a nodeto usea large percentageof theca-
pacityof thenetwork if othernodesuseonly asmall
percentage.

More precisely, FDDI definesa parametercalled
the target token rotation time (TTRT). This canbe
seenasan “ideal” delay that a nodeshouldexperi-
encebetweentwo successive receptionsof thetoken.
The TTRT is actuallyvoted amongall nodesin the
ring by a bidding process:initially, eachnodepro-
posesavaluefor TTRT andthesmallervalue“wins”

(i.e.,becomestheTTRT of thering).
A nodei is allowed to transmitsynchronoustime

for at most Si time units, when it has the token.
Moreover, nodei hastwo timers,the token-holding
timer T HTi (decreasingtimer)andthetoken-rotation
timer T RTi (increasingtimer). Nodei behavesasfol-
lows:� It receivesthetoken.� It setsT HTi :  T T RT � TRTi.� It setsT RTi :  0.� It transmitssynchronoustraffic for Si timeunits.� If T HTi is still positive (i.e., if T T RT � T RTi

wasgreaterthanSi uponreceptionof thetoken)
thennodei transmitsasynchronoustraffic until
T HTi reaches0.� It passesthetokento its successor.

So,T RTi countsthetime elapsedsincenodei has
last received the token. If T RTi is larger than the
“ideal” TRT (TTRT) thenthe protocol is “lagging”
behind,so node i is not allowed to transmitasyn-
chronoustraffic. If T RTi is smallerthanTTRT (at
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Figure2: Analysisof IEEE 802.5token-ringprotocol.

leastby Si) thenthereis “room available” for asyn-
chronoustraffic.

Regarding efficiency, we can see that FDDI is
very efficient: this is donesimilarly to the analysis
of the IEEE 802.5 token-ring protocol. Regarding
medium-accesstime, we can prove that eachnode
will receive the token at most 2 � T T RT time units
sincethe last time it received thetoken (c.f. section
4.10.3in Walrand’s book).
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