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Motivation. The capacityof a network is thetotal

availablebit-rate, for instance,10Mbpsin 10BaseT
sharedethernet,100Mbpsin FDDI. Thethroughput
of a network is the amountof datathatcanactually
be transmittedper unit of time, thatis, the bit-rate
thatcanactuallybe achiered. Of course throughput
as defined,depend=n conditionslike which hosts
are transmitting, at what times, to which destina-
tions, and so on. Therefore,throughputis usually
implicitly taken to be definedon heary-load situa-
tions, thatis, situationswhereevery hosthassome-
thing to send. Then, the efficiengy of a network is

' throughput .
defmedasm, or moresimply as

amountof time in which somedatais sent
total amountof time neededo sendthis data

Intuitively, the efficiengy shavs how good the uti-
lization of the network is: what percentageof the
network resourcess really usedto transmitdata,and
whatpercentagés overhead.

High efficiency is a desirablefeatureof networks.
Still, it is not the only thing one asksfrom a net-
work. In particular real-time applications(e.g.,
voice, video) neednot only a (more-orless con-
stant)bit-rate (e.g., 64 kbpsfor voice) but alsode-
lay guaranteege.g.,“one paclet every 50 ms”). 10
Mbps sharedEthernetdoesnot offer thoseguaran-
tees,andthis is what motivatedthe developmentof
token-ring networks. Notice that Ethernetsare by
far more widespreadthan token-ring LANs. The

reasondor this are mainly economic,since Ether
netsare typically cheaperthan token-rings. Other
reasonsinclude the fact that Ethernetsare mostly
usedin ervironmentswherereal-timerequirements
arenotanimportantissue:webtraffic seemdo cur
rently prevail in the Internet,alongwith otherdelay-
insensitve applicationslike e-mail, ftp and so on.
Finally, switchedEthernetsaandnew versionsof Eth-
ernet(100Mbps,Gigabps)are much more efficient
provide or will soonprovide much higher bit-rates
thantoken-rings.

Basic idea of token rings. Nodesare orderedin

alogical ring. For instance,if we have N nodes,
they mightbeorderedl,2,...,N, or 1, N,2 N—1,...

and so on. This order definesthe orderin which
nodescantransmitdata. The logical ring is imple-
mentedby circulatinga specialpaclet (calledtheto-

ken) aroundthering. Eachnodepasseshetokento

its logical successor, i.e.,thenodethatfollowsin the
ring order Assumingthelogicalringtobel,2,...,N,

node? is the successoof nodel (1 is the predeces-

sor of 2), and1 passeghetokento 2, 2 to 3, and
so on, until nodeN passeshe token backto node
1. A nodecantransmitdataonly if it hasthetoken.
Moreover, the nodecannothold the token for arbi-
trarily long time: this preventsa nodefrom usingall

the capacityin anunfair way, andallows to prove a
boundedaccesglelayuntil anodehasthe chanceo
transmit(i.e., until anoderecevesthetoken).



Different token-ring protocols. It is importantto
note that the logical ring can actually be imple-
mentedontop of differentphysical network architec-
tures. Therearein facta numberof token-ring pro-
tocols,someof which have becomestandardsThree
well-knowvn protocolsbasedon the logical token-
ring ideaarethefollowing:

e The IBM token-ring protocolwhich hasgiven
riseto the [IEEE 802.5token-ringstandard.

e The IEEE 802.4 token-tus standard(defined
around1990).

e The ANSI fiber distributed data interface
(FDDI) standard.

Figurel illustratesthesethreearchitecturesNotice
thatin the IEEE 802.4token-lus standardhe physi-

calarchitecturds thatof amultiple-accesbroadcast

medium(i.e., a twisted-paircable)but the medium-
accesgontrol protocolis still basedon a logical to-
kenring.

We now discussin more detail IEEE 802.5and
FDDI.

|EEE 802.5 Token-ring. Thegeneralarchitecture
isillustratedin figurel. Insteadbf thenodedcircles)
beingconnectedlirectly oneto anotherthelinks are
concentratedn a central“box”. This allows for a
nodethat hasfailed, say A, to be isolatedfrom the
ring: thisis doneby by-passingA by connectinghe
outputlink of the predecessaoof A to theinput link
of thesuccessoof A (thisfeatureis notshavn in the
figure).

Thereis a constantD (parametenf the protocol)
which givesthe maximumamountof time for which
a nodeis allowed to transmitdatawhenit hasthe
token.

Themediumaccesprotocolimplementedateach
nodeX is asfollows.

e WhenX recevesthetoken: X setsatimerto D.
Thistimer decreaseastime passes.

¢ While X hasthe token: X transmitsdatato its
outputlink and removes at the sametime its
own datafrom the input link. Whenthe timer
of X becomeszero, X passeghe token to its
successonode.

e While X awaits the token: X retransmitsthe
datait receves from its input link to its out-
put link, unlessif it is datatransmittedby X,
in which caseX removesit from thering (i.e.,
doesnot retransmitit to its outputlink). If the
datarecevedfrom theinputlink is destinedor
X, X copiesit to a buffer and passest to the
higherlayer (it still retransmitst to the output
link).

We now analyzethe efficiencgy of the802.5token-
ring protocolanddeterminea boundonthe medium-
accesdime for eachnode. Look at figure 2. We
assumehattherearen nodesin thering. T denotes
the time taken to transmitthe token (the token is a
specialpaclet with afixedsize).P denoteghe prop-
agationdelay from one nodeto its successor The
time for which a nodeis allowed to transmitdatais
at mostD, assaidabove. Therefore,from thetime
anode(sayl) recevesthe token until the first next
time thesamenoderecevesthetoken,theamountof
time thathaspasseds atmostn- (D+ T + P) (when
all nodestransmitfor their maximumallowed time,
D). Thisis anupperboundon the mediumaccess
time for anode.

The“useful” partin thistime is thetime for which
the nodestransmitdata, that is, n- D. The rest,
n- (T 4+ P) canbe seenasoverhead. Therefore the
efficiengy of theprotocolis n.(Di%P) = 52+p- No-
tice that we are computingthe efficieney undera
heary-loadsituation,whereevery nodetransmitsfor
the maximumallowedtime D.
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Figurel: Schematiagepresentatioof IEEE 802.5,|EEE 802.4andFDDI

(i.e.,becomeshe TTRT of thering).

A nodei is allowedto transmitsynchronougime
for at most § time units, when it hasthe token.
Moreover, nodei hastwo timers, the token-holding
timer THT,; (decreasingimer) andthetoken-rotation
timer TRT; (increasingimer). Nodei behaesasfol-
lows:

Typically, D >> T, D >> P andT is in thesame
orderof magnitudeasP. We couldsetT ~ P and

D =~ 100- T, which gives a rough estimatefor the
100T _ 100 100%.

efficieny: oot = 102~

FDDI.
urel.

Traffic in FDDI is classifiedas synchronous (i.e.,
real-time,suchasvoice or video) andasynchronous
(e.g.,e-mail). The protocol guarantees bounded o
mediumaccessimefor synchronousraffic andbest-
effort delay for asynchronousgraffic. Moreover, it
usesan adaptve techniquefor adjustingthe maxi- .
mumamountof time a nodecantransmitdatawhile
thenodehasthetoken. Thistechniquemalesit pos- ®
sible for a nodeto usea large percentagef the ca-
pacity of thenetwork if othernodesuseonly asmall
percentage.

More precisely FDDI definesa parametercalled
the target token rotation time (TTRT). This canbe
seenasan “ideal” delaythata nodeshouldexperi-
encebetweenwo successie reception®f thetoken.

Thegenerahbrchitecturesiillustratedin fig-

e It recevesthetoken.

It setsTHT; :=TTRT — TRT;.

e |t setsTRT; :=0.

It transmitssynchronousgraffic for § timeunits.

If THT; is still positve (i.e., if TTRT — TRT;
wasgreatethan§ uponreceptiornof thetoken)
thennodei transmitsasynchronougraffic until
THT; reache®.

¢ It passeshetokento its successor

So, TRT; countsthetime elapsedsincenodei has
last recevved the token. If TRT; is larger thanthe

The TTRT is actuallyvoted amongall nodesin the
ring by a bidding process:initially, eachnodepro-
posesavaluefor TTRT andthesmallervalue“wins”

“ideal” TRT (TTRT) thenthe protocolis “lagging”
behind, so nodei is not allowed to transmitasyn-
chronoustraffic. If TRT; is smallerthan TTRT (at
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Figure2: Analysisof IEEE 802.5token-ringprotocol.

leastby S) thenthereis “room available” for asyn-
chronoudraffic.

Regarding efficiengy, we can seethat FDDI is
very efficient: this is donesimilarly to the analysis
of the IEEE 802.5token-ring protocol. Regarding
medium-accesime, we can prove that eachnode
will receve the token at most2- TTRT time units
sincethelasttime it recevedthetoken (c.f. section
4.10.3in Walrands book).
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